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System Overview
Content Gathering: Texts in the target language 
are collected from various sources, including the in-
ternet, providing a broad range of material for re-
commendation.
Topic Filtering: Using Large Language Models 
(LLMs), we automatically classify the topics of 
these texts, filtering them based on the user’s de-
clared interests to ensure that the content aligns 
with their preferences.
Difficulty Estimation: We estimate the linguistic dif-
ficulty of each text using our CEFR-level prediction 
model. Only the texts that match the learner’s cur-
rent proficiency level are considered for recommen-
dation.
Text Simplification: For texts that are too diffi-
cult but relevant to the user’s interests, we apply 
an automatic text simplification model, which re-
duces the linguistic complexity while preserving mea-
ning, expanding the pool of available content.
Final Recommendation: After filtering for both to-
pic and difficulty, and simplifying as needed, the 
system recommends a curated set of texts tailored 
to the user’s interests and language learning goals.

We present a comprehensive approach to buil-
ding a content recommendation platform de-
signed to assist language learners. Our system 
is composed of four key components that work 
together to select, filter, and adjust texts to 
match the user’s interests and language profi-
ciency, ultimately facilitating personalized lan-
guage learning.

Introduction

By integrating these components, we provide a 
powerful recommendation system that ensures 
learners receive engaging and appropriately 
challenging materials, supporting their language 
acquisition journey with personalized, high-qua-
lity content.

Conclusion

We framed automatic text difficulty estimation as 
a classification task to predict the CEFR level of a 
text. Using three annotated datasets, we compared 

traditional readability metrics adapted to French 
(FKGL, GFI, ARI) with logistic regression for class 

predictions, and tested various LLMs, including those 
trained on French data. The results show that LLMs 

significantly outperform traditional readability in-
dices, which is crucial for recommending texts tai-

lored to learners’ proficiency levels.

Difficulty Estimation

To ensure recommended content matches learners’ in-
terests, we developed an automatic topic classifica-
tion method using LLMs to predict the main topic of 
a text. Utilizing a dataset of 1,743 text-label pairs 
from a language learning platform covering 11 cate-
gories (World, Travel, Music, etc.), we explored va-
rious models, including zero-shot and fine-tuned ap-
proaches. By assessing models of different sizes 

and architectures, we found that smaller, fine-tuned 
models specialized in French outperform larger, gene-
ral-purpose ones in topic prediction accuracy. This 

enables our system to effectively filter and suggest 
content aligned with learners’ declared interests.

Topic Classification

Text Simplification
We simplified texts to align with learners’ proficien-
cy levels while preserving meaning. Treating simplifica-
tion as a sequence-to-sequence task, we fine-tuned 

an LLM using sentence pairs where each simplified sen-
tence is one CEFR level lower than the original. With 
just 125 sentence pairs for fine-tuning, we signifi-
cantly outperformed zero-shot LLMs. To evaluate 

quality, we introduced two metrics: simplification ac-
curacy (effective difficulty reduction) and seman-

tic similarity (meaning retention via cosine similarity), 
combined into a weighted score. Our experiments 

show that fine-tuned LLMs effectively simplify texts, 
expanding suitable content for learners at various 

proficiency levels.

Our system combines content-based and colla-
borative filtering to deliver personalized text 
recommendations. Using LLMs like BERT and 

ADA, we generate rich embeddings for texts and 
users, improving the alignment between content 
and user preferences. By integrating these em-
beddings into a graph-based model (LightGCN), 

we enhance the relevance and accuracy of recom-
mendations, ensuring they adapt to the learner’s 

evolving language skills and interests.
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